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[1] At the heart of the conundrum of seismogenesis in the New Madrid Seismic Zone
is the apparently substantial discrepancy between low strain rate and high recent
seismic moment release. In this study we revisit the magnitudes of the four principal
1811-1812 earthquakes using intensity values determined from individual assessments
from four experts. Using these values and the grid search method of Bakun and
Wentworth (1997), we estimate magnitudes around 7.0 for all four events, values that
are significantly lower than previously published magnitude estimates based on
macroseismic intensities. We further show that the strain rate predicted from postglacial
rebound is sufficient to produce a sequence with the moment release of one M,,,,6.8 every
500 years, a rate that is much lower than previous estimates of late Holocene moment
release. However, M,,6.8 is at the low end of the uncertainty range inferred from analysis of
intensities for the largest 1811-1812 event. We show that M,,6.8 is also a reasonable value
for the largest main shock given a plausible rupture scenario. One can also construct a
range of consistent models that permit a somewhat higher M,,,,, with a longer average
recurrence rate. It is thus possible to reconcile predicted strain and seismic moment
release rates with alternative models: one in which 1811-1812 sequences occur every
500 years, with the largest events being M,,,,~6.8, or one in which sequences occur, on
average, less frequently, with M., of ~7.0. Both models predict that the late Holocene

rate of activity will continue for the next few to 10 thousand years.
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1. Introduction

[2] The New Madrid Seismic Zone (NMSZ) has produced
three well-documented sequences: the historic sequence in
1811-1812 [e.g., Fuller, 1912; Johnston and Schweig,
1996], and apparently similar sequences around 900 A.D.
and 1450 A.D. [Tuttle et al., 2002]. There is additionally
more limited geological evidence for large events around
300 A.D. and 2350 B.C. [Tuttle et al., 2005].

[3] The 1811-1812 New Madrid earthquake sequence
included three well-documented main shocks that have been
described and analyzed in considerable detail, plus a large
aftershock that is considered the fourth principal event in the
sequence [e.g., Mitchill, 1815; Fuller, 1912; Nuttli, 1973;
Penick, 1981; Street, 1982, 1984; Johnston, 1996b; Hough
et al., 2000; Bakun and Hopper, 2004]. The three princi-
pal main shocks occurred at approximately 0215 LT on
16 December 1811; around 0915 LT on 23 January 1812,
and approximately 0345 LT on 7 February 1812 (hereafter
referred to as NM1, NM2, and NM3, respectively). The
so-called dawn aftershock, on 16 December 1811, occurred
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at 0715 LT on 16 December 1811 (hereafter referred to as
NMI1A). Published magnitude estimates of the four principal
events range from ~7 to over 8 [e.g., Nuttli, 1973; Johnston,
1996b; Newman et al., 1999; Hough et al., 2000; Bakun and
Hopper, 2004].

[4] The tectonic strain rate in the NMSZ has been investi-
gated in a series of studies based on GPS observations. As the
GPS data have provided increasing resolution, the bounds on
the maximum possible strain rate have decreased [e.g., Calais
et al., 2006; Calais and Stein, 2009]. Although higher values
have been inferred by earlier studies [e.g., Liu et al., 1992;
Gan and Prescott,2001], the most recent and reliable analysis
reveals root-mean-square velocities of less than 0.2 mm/yr in
the NMSZ. If this were a two-dimensional rate distributed
over a zone 150 km wide, it would correspond to a strain rate
bound of 1.3 x 10~%/yr. Reconsidering GPS observations over
a 10 year period, Boyd et al. [2010] do find a small but
resolvable nonzero slip rate, on the order of 0.3 mm/yr, at a
station near New Madrid. They show that the GPS observa-
tions can be explained by a finite dislocation beneath the
Reelfoot fault slipping at 1.5 mm/yr. As illustrated by the
results of Kenner and Segall [2000], present-day surface
deformation rates provide at best a very weak constraint on
strain rate if one appeals to a model that involves localized
stress on finite, buried fault.
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[5] A number of studies consider the predicted strain rate
associated with postglacial rebound in central/eastern North
America [e.g., Wu and Johnston, 2000; Grollimund and
Zoback, 2001; Mazzotti et al., 2005]. Grollimund and
Zoback [2001] show that postglacial rebound coupled with
a locally weak crust predicts a strain rate in the NMSZ on
the order of 10~°/yr over a region of 20,000-40,000 km?.
Along the St. Lawrence River valley in Quebec, the strain
rate associated with postglacial rebound is higher, generat-
ing a vertical uplift of 2.6 + 0.4 mm/yr [Mazzotti et al.,
2005]. This signal is resolvable with available GPS data,
and is consistent, within the uncertainties associated with a
short historical catalog, with the historic rate of large
earthquakes [Mazzotti et al., 2005]. In general, comparisons
of geodetic and seismic strain rates in low strain rate regions
are hampered by the short historic record and significant
uncertainties in magnitudes of large historical earthquakes
[e.g., Ambraseys, 2006]. In this report we revisit the mag-
nitudes of the principal 1811-1812 earthquakes using newly
developed average intensity values, and reconsider the long-
term distribution of magnitudes for the NMSZ. We then
compare our results with the moment release rate predicted
from postglacial rebound in the NMSZ.

2. Intensities of the 1811-1812 Main Shocks

[6] We revisit the magnitude estimates for the principal
1811-1812 main shocks. Magnitudes for these events have
been estimated a number of different ways, including from
strain rate considerations [e.g., Newman et al., 1999; Calais
et al., 2006], and the extent and scale of liquefaction fea-
tures [e.g., Obermeier, 1996]. However, analysis of mac-
roseismic data provides the most direct available constraint
on magnitude. The method initially presented by Bakun and
Wentworth [1997] has been widely used in recent years to
analyze intensity values of historical earthquakes. This
method, which uses a grid search approach and an intensity-
attenuation relation determined from instrumentally recorded
calibration events, is attractive because it obviates the need
for subjectively drawn isoseismals, and it yields an objec-
tively determined optimal magnitude and location. Two
primary sources of uncertainty remain, however: that asso-
ciated with the regional attenuation relation, and that asso-
ciated with the intensity values.

[7] If one relies solely on regional calibration events, one
typically faces the limitation of having only calibration
events that are smaller than the largest historical earthquakes.
To obviate this limitation, Johnston [1996a] analyzes cali-
bration events from geologically analogous settings, other
stable continental regions (SCR) worldwide. A number of
recent studies, however, have found that intensity attenuation
is not comparable across different SCR regions [e.g., Bakun
and McGarr, 2002; Szeliga et al., 2010]. Bakun et al. [2003],
and later Bakun and Hopper [2004], use only events from
central/eastern North America to develop their attenuation
relations. Their set of calibration events includes only a
single M,, > 7 earthquake, the 1929 Grand Banks, New-
foundland, earthquake. This event occurred well offshore
and is arguably not a true SCR event because the propagation
of Lg waves across the relatively complex continental margin
is likely to be less efficient than propagation through more
uniform SCR crust. Accordingly, one arrives back at the
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need to extrapolate attenuations beyond the magnitude range
for which they are constrained. The degree of variability
associated with this extrapolation is illustrated by the dif-
ference between magnitude estimates determined using the
different attenuation models presented by Bakun et al. [2003]
and Bakun and Hopper [2004]. The two models, hereinafter
models 1 and 3 (following Bakun and Hopper [2004]), differ
only in the mathematical approach to extrapolation. In this
study we report magnitude estimates using both attenuation
models. We focus on this method because in recent years, the
results of Bakun and Hopper [2004] have been taken by
many to support the 1811-1812 main shock magnitude
values given highest weight in the calculation of the national
seismic hazard maps [Petersen et al., 2008].

[8] The uncertainties and variability associated with
intensity assignments are rarely considered. In many studies,
published intensity values are used as input data, uncriti-
cally. Intensity values are not, however, data, but rather
interpretations. Any number of studies have discussed the
issues that must be considered carefully in the interpretation
of macroseismic data [e.g., Ambraseys, 1983; Ambraseys
and Bilham, 2003] The initial interpretation of intensities
for the principal New Madrid earthquakes is presented by
Nuttli [1973] and was expanded by Streer [1982, 1984].
Hough et al. [2000] revisit the archival accounts of the
earthquakes and conclude that many of the initial intensity
assignments were too high, including a few outright tran-
scription errors and a greater number of values that are
higher than would be assigned given present-day under-
standing of macroseismic effects. For example, although
the principal 1811-1812 events caused dramatic secondary
effects in the Mississippi River Valley, recent studies [e.g.,
Ambraseys and Bilham, 2003] show that such effects are
not reliable indicators of overall shaking intensity. Further,
while according to traditional intensity scales, MMI IV-V
shaking is required to awaken many or most sleepers,
reliably determined “Did You Feel It”? [Wald et al., 1999]
intensities reveal that during large regional earthquakes,
sleepers are generally awakened by MMI III-IV shaking.

[9] Although the intensity values determined by Hough
et al. [2000] are justified in detail, they are themselves
subjective. In an effort to explore the consequences of sub-
jective individual intensity assignments, in this study we
develop a set of intensity values for the four principal New
Madrid earthquakes on the basis of independent assessments
by multiple experts (Tables 1-4). A similar approach was
employed by Bollinger [1977] to determine intensity values
for the 1986 Charleston, South Carolina, earthquake. For
shorthand we refer to the results as consensus intensity
values, although we note that they represent an average of
independent assessments rather than true consensus values.

[10] To explore the variability associated with individual
intensity assignments and to develop a set of consensus
intensities, intensity values were assigned independently by
four researchers with experience in historical earthquake
research. The assignments were done using all accounts
available at this time. Although additional accounts have
reportedly been collected (A. Johnston, personal commu-
nication, 2009), they have not been made available to the
community. Most of the accounts are from the compilation
of Street [1982, 1984], supplemented by a small number of
additional sources. Additionally, photographs are included
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Table 1. Intensity Assignments for 0215 LT, 16 December 1811, Main Shock

Location Longitude (deg) Latitude (deg) MMI1 MMI2 MMI3 MMI4
Abingdon, Va. —81.981 36.708 NF NF NF NF
Alexandria, Va. =77.044 38.812 4.5 5.0 4.5 5.0
Allegany, N. Y. —78.494 42.090 3.1 4.5 4.5 4.0
Asheville, N. C. —82.564 35.593 4.5 5.5 5.0 5.0
Augusta, Ga. —81.994 33.470 5.0 5.0 4.5 5.0
Baltimore, Md. —76.626 39.287 F F F F
Birdsville, Ky. —88.450 37.220 7.0 5.5 7.0 NA
Brownsville, Pa. —79.889 40.020 F 3.0 2.0 3.0
Carthage, Tenn. —85.955 36.263 6.5 6.5 7.5 5.0
Charleston, S. C. =79.940 32.798 5.5 4.5 4.5 5.0
Charleston, N. H. —72.423 43.238 F F F NA
Chillicothe, Ohio —82.985 39.330 4.5 4.0 5.5 5.0
Cincinnati, Ohio -84.517 39.103 6.5 55 6.0 5.0
Circleville, Ohio —82.949 39.594 4.0 5.0 4.5 NA
Clarksburg, Ohio —83.153 39.506 4.0 3.0 3.0 5.0
Clinton Hill, TIL. —89.989 38.551 4.0 4.0 4.5 6.0
Columbia, Tenn. —87.035 35.617 4.0 4.0 4.5 5.0
Columbia, S. C. —81.040 34.000 6.0 4.5 5.5 5.0
Coosawatchie, S. C. —80.939 32.588 4.0 4.0 5.0 6.0
Dayton, Ohio —84.188 39.739 5.0 5.0 5.0 5.0
Dorena, Mo. —89.240 36.617 7.5 6.0 8.0 8.0
Dover, Tenn. —87.842 36.488 F F NA NA
Edenton, N. C. —76.602 36.066 5.0 4.0 5.5 4.0
Fort Massac, IIl. —88.687 37.143 7.0 6.0 7.5 7.0
Fort Osage, Mo. —92.032 38.553 6.5 4.5 6.5 6.0
Frankfort, Ky. —84.881 38.205 6.5 4.5 6.5 6.0
Ft. Dearborne —83.244 42.305 F F F 5.0
Ft. Pickering —90.000 35.830 F 5.0 7.0 6.0
Ft. Stoddart, Ala. —88.050 31.270 F F F NA
Ft. Wayne, Ind. —85.150 41.051 F F F NA
Ft. Stephens —87.980 31.600 4.0 4.0 4.5 6.0
Georgetown, S. C. =79.308 33.382 5.0 4.0 5.0 6.0
Goose Creek, S. C. —80.047 33.000 4.0 <6.0 4.0 NA
Goshen, 11 -90.000 38.739 4.0 3.0 5.0 5.0
Henderson City —87.594 37.837 6.0 6.0 6.5 7.0
Herculaneum, Mo. -90.379 38.226 4.5 5.5 5.0 6.0
Hodgenville, Ky. —85.750 37.57 NA 3.5 3.5 5.0
Hopkins City —87.700 37.350 F F 6.0 5.0
Hudson, N. Y. —73.794 42.255 F F F 3.0
Jeffersonville —85.730 38.310 NA 3.0 3.0 5.0
Knoxville, Tenn. —83.920 35.978 4.5 5.0 4.5 4.0
Lancaster, Ohio —82.599 39.714 4.0 3.5 4.0 5.0
Laurens, S. C. —82.020 34.504 6.0 5.0 6.0 5.0
Lebanon, Ohio —84.210 39.430 NA 4.5 4.5 5.0
Lexington, Ky. —84.508 38.041 4.5 4.0 4.0 5.0
Louisville, Ky. —85.777 38.251 4.0 6.5 5.0 5.0
Marietta, Ohio —81.455 39.417 4.5 4.0 5.0 5.0
Maysville, Ky. —83.744 38.636 4.5 5.0 F NA
Meadsville, Pa. —80.144 41.647 4.0 4.0 5.0 5.0
Milledgeville —83.237 33.087 5.0 4.0 4.5 4.0
Mubhlenberg City —87.150 37.220 5.0 5.5 NA 5.0
Nashville, Tenn. —86.784 36.166 5.5 6.0 6.5 7.0
Natchez, Miss. -91.402 31.562 5.0 5.0 F 6.0
Natchitoches, La. —93.101 31.760 4.5 5.0 6.0 6.0
New Bourbon, Mo. -90.021 37.950 6.0 6.5 8.0 8.0
New Haven, Conn. =72.930 41.304 2.5 F F 3.0
New Orleans, La. -90.069 29.971 NF NF NF NF
New York, N. Y. —73.996 40.728 NF NF NF NF
Newberry, S. C. -81.614 34.283 6.0 5.5 6.5 NA
Newport, Ky. —84.496 39.090 6.5 5.5 7.0 6.0
Norfolk, Va. =76.277 36.849 5.0 5.0 5.0 4.0
Norwich, N. Y. —75.490 42.510 NA 3.5 3.5 3.0
Ozark Vill., Ark. -92.200 38.500 F 6.0 7.5 7.0
Pineville, S. C. —80.029 33.428 F 5.0 6.0 6.0
Pittsburgh, Pa. =79.983 40.440 4.5 5.0 4.5 5.0
Raleigh, N. C. —78.647 35.791 3.5 4.0 3.5 3.0
Red Banks, Ky. —87.593 37.838 7.0 6.5 7.5 7.0
Richmond, Va. —77.480 37.530 F 3.0 4.0 4.0
St. Louis, Mo. -90.217 38.631 7.0 6.0 7.0 6.0
Salem, N. C. —80.260 35.102 4.0 4.5 3.5 4.0
Savannah, Ga. —81.091 32.064 35 35 4.5 35
Sevierville, Tenn. —83.574 35.865 3.0 4.0 4.0 4.0
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Table 1. (continued)

Location Longitude (deg) Latitude (deg) MMI1 MMI2 MMI3 MMI4
South Union, Ky. —86.657 36.876 4.0 F 35 5.0
Springfield Ohio —83.844 39.931 5.0 4.0 5.0 5.0
Springfield Tenn. —86.868 36.524 5.0 3.5 35 5.0
Stokes City, N. C. —80.400 36.300 NA F F 4.0
Strasburg, W. Va. —78.365 38.994 5.0 5.0 5.0 4.0
Vincennes, Ind. —87.525 38.679 F 6.5 6.5 6.0
Washington, D.C. =77.026 38.891 4.5 F 4.0 3.0
Washington, Ky. —83.812 38.611 4.5 4.0 F 5.0
Washington, Miss. -91.300 31.580 NA 4.0 4.0 5.0
Wheeling, W. Va. —80.721 40.064 NA 5.0 4.0 5.0
Wilmington, Del. —75.547 39.746 3.0 F 2.5 2.0
Worthington, Ohio —83.018 40.093 NA 3.0 3.0 3.0
York, Ontario, Canada =79.630 43.68 3.0 F F NA
Zanesville, Ohio —82.013 39.940 4.5 4.0 5.0 5.0

to provide an indication of typical historical structures from

the era, including a number of buildings that predate the
1811-1812 sequence.

Table 2. Intensity Assignments for Dawn Aftershock of 0715 LT, 16 December 1811

[11] Tt was left to the discretion of the individual re-

searchers whether an individual account includes sufficient

information to infer an intensity value. This determination is

Location Longitude (deg) Latitude (deg) MMI1 MMI2 MMI3 MMI4
Alexandria, Va. —77.044 38.812 NA 4.5 4.5 3.0
Arkport, N. Y. =77.697 42.395 4.5 2.5 9.9 3.0
Asheville, N. C. —82.564 35.593 5.5 5.0 6.5 7.0
Augusta, Ga. —81.994 33.470 F F F NA
Baltimore, Md. -76.626 39.287 NA NA F 3.0
Brownsville, Pa. —79.889 40.020 NA 2.0 F 9.9
Carthage, Tenn. —85.955 36.263 NA 6.0+ F 5.0
Charleston, S. C. =79.940 32.798 F 5.0 F NA
Chillicothe, Ohio —82.985 39.330 F 5.0 4.0 5.0
Cincinnati, Ohio —84.517 39.103 F 5.5 F 5.0
Circleville, Ohio —82.949 39.594 4.0 4.5 4.5 NA
Columbia, S. C. —81.040 34.000 3.0 3.0 4.0+ NA
Ft. St. Stephens —87.98 31.60 NA 4.5 F NA
Frankfort, Ky. —84.873 38.201 NA 5+ F 5.0
Goshen, III. -90.000 38.739 NA 5.0 4.5 3.0
Henderson, Tenn. —87.594 37.837 4.0 7.5 7.0 7.0
Herculaneum, Mo. -90.379 38.226 6.0 7.5 6.0 7.0
Hodgenville, Ky. —85.740 37.574 F 5.1 F NA
Lancaster, Ohio —82.609 XXX F 35 4.0 4.0
Lexington, Ky. —84.508 38.041 F F 3.0 4.0
Little Prairie, Mo. —89.60 36.50 10.0 NA NA 7.0
Louisville, Ky. —85.777 38.251 NA 7.0 7.0 4.0
Marietta, Ohio —81.455 39.417 NA F 4.5 NA
Meadville, Pa. —80.144 41.647 F 4.5 4.0 4.0
Natchez, Miss. -91.402 31.562 4.0 F 3.0 NA
Natchitoches, La. -93.101 31.760 F F 3.5 NA
New Bourbon, Mo. -91.525 31.488 5.0 7.5 7.0 6.0
New Madrid, Mo. —89.40 36.80 NA 7.0 NA 9.0
Newark, N. J. -74.172 40.736 1.0 1.0 NA NA
Norfolk, Va. =76.277 36.849 4.0 5.0 4.5 4.0
Onondaga, N. Y. —76.141 42.975 F NA NA 4.0
Philadelphia, Pa. —75.164 39.952 3.0 F 2.0 2.0
Pittsburgh, Pa. =79.983 40.440 4.0 3.5 3.0 4.0
Raleigh, N. C. —78.647 35.791 3.0 4.5 4.0 3.0
Red Banks, Ky. —87.593 37.838 4.0 7.5 7.0 7.0
Richmond, Va. -84.310 37.746 F F 2.0 3.0
Saint Louis, Mo. -90.217 38.631 NA 4.5 4.0 6.0
Salem, N. C. —80.260 36.102 F F 3.0 3.0
Savannah, Ga. —81.091 32.064 F 4.5 4.0 3.0
South Union, Ky. —86.657 36.876 F 4.5 4.0 5.0
Springfield, Tenn. —86.868 36.524 F 5.0 5.5 5.0
Vincennes, Ind. —87.525 38.679 NA 6.5 F NA
Wheeling, W. Va. —80.721 40.064 4.0 3.5 NA 4.0
Wilmington, Del. —75.547 39.746 F 2.5 NA 3.0
Worcester, Mass. —71.802 42.262 1.0 1.0 NA NA
Zanesville, Ohio —82.013 39.94 3.0 5.0 NA 5.0
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Table 3. Intensity Assignments for 0900 LT, 23 January 1812, Main Shock
Location Longitude, deg Latitude, deg MMI1 MMI2 MMI3 MMI4

Alexandria, Va. —77.044 38.812 35 35 4.5 4.0
Annapolis, Md. —76.492 38.978 4.5 35 3.0 3.0
Augusta, Ga. —81.994 33.470 4.0 4.5 4.0 4.0
Cape Girardeau, Mo. —89.518 37.306 6.0 9.9 9.9 7.0
Carthage, Tenn. —85.955 36.263 6.0 6.5 4.5 5.0
Charleston, S. C. —79.940 32.798 5.5 5.0 4.5 5.0
Chillicothe, Ohio —82.985 39.330 35 4.5 6.5 4.0
Cincinnati, Ohio —84.517 39.103 4.5 6.0 4.0 5.0
Columbia, S. C. —81.040 34.000 6.0 6.0 4.0 NA
Coshockton, Ohio —81.86 40.272 6.0 6.5 6.0 6.0
Dandridge, Tenn. —83.415 36.015 4.0 4.5 4.5 4.0
Dayton, Ohio —84.188 39.739 4.5 5.9 5.0 5.0
Detroit, MI —83.046 42.331 4.5 4.0 NA 4.0
Easton, Md. =76.076 38.774 4.0 4.0 NA 3.0
Edenton, N. C. —76.602 36.066 35 4.0 4.0 3.0
Ft. Wayne, Ind. —85.150 41.051 F F F 4.0
Frankfort, Ky. —84.873 38.201 4.0 4.5 4.5 6.0
Georgetown, Ky. —84.559 38.21 F F 4.5 5.0
Hartford, Conn. —72.685 41.764 F F 4.0 5.0
Hodgenville, Ky. —85.740 37.574 3.5 5+ 4.0 6.0
Jamaica, N. Y. —73.806 40.691 35 4.0 3.0 3.0
Knoxville, Tenn. —83.920 35.978 35 4.5 NA 4.0
Lexington, Ky. —84.508 38.041 4.0 35 4.0 5.0
Louisville, Ky. —85.777 38.251 6.0 6.5 6.5 6.0
Lower Canada —79.42 43.77 3.0 F NA NA
Marietta, Ohio —81.455 39.417 3.0 4.0 4.0 4.0
Maysville, Ohio —83.744 38.636 F F F NA
New Haven, Conn. =72.930 41.304 4.0 2.0 2.0 3.0
New Orleans, La. -90.069 29.971 4.0 4.5 4.5 4.0
New York, N. Y. —73.996 40.728 4.0 F 4.0 3.0
Newark, N. J. —74.172 40.736 3.0 4.0 3.0 3.0
Newport, Ky. —84.496 39.090 5.0 6.0 5.5 5.0
Norfolk, Va. -76.277 36.849 5.0 5.0 5.5 4.0
Nottingham, Md. —76.490 39.386 4.0 3.0 4.0 2.0
Paris, Ky. —84.253 38.210 5.0 5.0 4.5 5.0
Raleigh, N. C. —78.647 35.791 2.5 3.0 3.0 3.0
Richmond, Va. —77.480 37.530 4.5 5.0 5.5 4.0
Rogersville, Tenn. —83.016 36.402 4.0 4.0 4.0 NA
Russellville, Ky. —86.892 36.845 F F 4.0 NA
Salem, N. C. —80.260 36.102 F F F 4.0
Savannah, Ga. —81.091 32.064 3.5 4.5 4.5 4.0
Sevierville, Tenn. —83.574 35.865 4.0 4.0 4.0 5.0
Suffolk, Va. —76.584 36.726 4.0 5.0 4.5 4.0
Vincennes, Ind. —87.525 38.679 6.0 6.5 6.5 6.0
Washington, D.C. —77.026 38.891 35 4.0 4.5 4.0
Washington, Ky. —83.812 38.611 3.0 F 4.0 5.0
Wheeling, W. Va. —80.721 40.064 4.5 35 4.0 4.0
William Henry, N. Y. —73.710 43.321 F F 4.0 NA
Worthington, Ohio —83.018 40.093 3.5 3.0 4.5 5.0
Zanesville, Ohio —82.013 39.94 4.0 5.0 4.5 4.0

itself subjective. The individual researchers were in agree-
ment that dramatic near-field accounts did not provide the
basis for reliable intensity determination. For some of the
other accounts, individual researchers reached different
conclusions. For NM1 and NM3, which occurred at night,
an assignment of “felt” is interpreted as MMI 3.5; for
NMIA and NM2, which occurred when many or most
people would have been awake, a “felt” is interpreted as
MMI 3. Consensus intensities were determined for those
accounts for which there were at least three individual
intensity values. The number of consensus intensities for
each of the principal events is therefore lower than the
number of accounts of each earthquake: a total of 86 for
NMI1 and 45-50 for NM2, NM3, and the dawn aftershock.
The values are shown in Figure 1 and listed in Tables 1-4.

[12] The individual intensity assignments for NM1 are
shown in Figure 2. The individual assignments reveal no
glaring systematic differences, but individual intensity
values for a given location do vary considerably, spanning a
range of at least 1 full MMI unit for most of the accounts
(Figure 3). A similar degree of variability is found for the
other three events.

3. Analysis of Consensus Intensities

[13] To analyze the intensity values we use the method of
Bakun and Wentworth [1997], using both of the published
intensity attenuation relations for the central and eastern
United States (CEUS). Following Bakun et al. [2003] and
Bakun and Hopper [2004], respectively, we refer to these as
models 1 and 3. Our analysis of the consensus intensities
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Table 4. MMI Assignments for 0245 LT, 7 February 1812, Main Shock
Location Longitude (deg) Latitude (deg) MMI1 MMI2 MMI3 MMI4

Alexandria, Va. —77.044 38.812 3.5 35 3.0 3.0
Augusta, Ga. —81.994 33.470 4.0 4.5 4.0 5.0
Augusta, Ky. —84.002 38.769 3.5 4.0 4.0 NA
Baltimore, Md. —76.626 39.287 3.0 3.0 45 3.0
Beaufort, S. C. —80.670 32.432 6.0 6.0 6.0 6.0
Brownsville, Ohio —82.256 39.946 4.5 4.5 3.0 5.0
Brownsville, Pa. —79.884 40.024 5.0 4.0 4.5 5.0
Cape Girardeau, Mo. —89.418 37.306 6.0 7.5 NA 8.0
Charleston, S. C. —79.940 32.798 5.0 6.0 5.0 5.0
Chillicothe, Ohio —82.985 39.330 F 6.5 6.0 6.0
Cincinnati, Ohio —84.517 39.103 5.5 6.5 6.5 7.0
Circleville, Ohio —82.949 39.594 5.0 6.0 6.0 6.0
Columbia, S. C. —81.040 34.000 6.0 6.5 6.5 6.0
Dayton, Ohio —84.188 39.739 5.0 6.0 5.0 5.0
Ft. Wayne, Ind. —85.150 41.051 F F F 5.0
Frankfort, Ky. —84.873 38.201 NA 7.5 6.0 6.0
Fredericksburg —77.461 38.303 5.0 5.0 NA 4.0
Georgetown, S. C. —79.308 33.382 5.0 5.0 5.0 4.0
Germantown, Pa. —75.180 40.043 3.0 3.0 3.0 2.0
Hodgenville, Ky. —85.740 37.574 4.0 5.0+ 45 5.0
Knoxville, Tenn. —83.920 35.978 4.0 4.5 5.0 NA
Lancaster, Pa. =76.30 40.04 4.5 5.5 5.5 6.0
Lexington, Ky. —84.508 38.041 5.5 6.5 6.5 6.0
Livingston City —88.330 37.220 3.0 4.0 NA 5.0
Louisville, Ky. —85.777 38.251 6.5 7.5 6.5 6.0
Marietta, Ohio —81.455 39.417 4.0 5.5 4.5 4.0
Maysville, Ohio —83.744 38.636 5.0 7.0 NA 6.0
Nashville, Tenn. —88.786 36.162 6.5 7.5 7.0 6.0
New Haven, Conn. —72.930 41.304 3.0 4.0 NA 2.0
New Orleans, La. —90.069 29.971 35 5.0 4.0 4.0
New York, N. Y. —73.996 40.728 3.0 4.5 4.0 4.0
Philadelphia, Pa. —75.164 39.952 4.0 4.5 4.0 3.0
Pinckneyville —81.468 34.843 4.0 4.5 4.0 5.0
Pittsburgh, Pa. —79.983 40.440 5.0 5.0 4.0 5.0
Raleigh, N. C. —78.647 35.791 3.0 F 4.0 5.0
Richmond, Va. —77.480 37.550 5.5 5.5 6.5 5.0
Saint Louis, Mo. -90.217 38.631 7.0 7.5 7.0 7.0
Savannah, Ga. —81.091 32.064 5.5 6.0 NA 5.0
South Union —86.657 36.876 F F 4.0 6.0
Troy, Ohio —84.203 40.039 4.0 5.0 45 6.0
Vincennes, Ind. —87.525 38.679 6.0 6.5 6.5 6.0
Washington, D.C. —77.026 38.891 4.5 4.5 5.5 4.0
Wheeling, W. Va. —80.721 40.064 6.0 6.5 6.0 6.0
Worthington, Ohio —83.018 40.093 4.0 4.5 4.0 4.0
Zanesville, Ohio —82.013 39.94 4.5 5.5 4.5 5.0

follows identically the approach, and the analysis method, of
that employed by Bakun et al. [2003] and Bakun and
Hopper [2004]. That is, the extent to which the results
differ will be a purely a consequence of the differences in
intensity values.

[14] Any application of the Bakun and Wentworth [1997]
method requires a regional intensity attenuation relation
developed using instrumentally recorded calibration events.
Ideally, the intensity values for calibration events should be
reinterpreted following the same procedure as done in this
study for the principal 1811-1812 events. In practice, how-
ever, such an effort is rarely if ever undertaken. Moreover,
for the CEUS, the intensity attenuation relations are largely if
not entirely constrained by low-to-moderate intensity values,
including values from moderate earthquakes and intensities
at regional distances for the 1929 Grand Banks earthquake.
In a careful comparison of intensities determined for the
2001 Bhuj, India, earthquake from media reports and values
from intensive ground surveys, Hough and Pande [2007]
show that the tendency to infer inflated intensity values is

significantly stronger for higher intensities (VI and above)
than for weaker shaking levels.

[15] For NM1, NM1A, and NM3 we constrain the loca-
tions on the basis of lines of evidence that all three events
occurred in the New Madrid Seismic Zone: NMI1 on the
Cottonwood Grove fault [see Johnston and Schweig, 1996],
NMIA on either a northern segment of the Cottonwood
Grove fault [Johnston and Schweig, 1996] or a southeast
segment of the Reelfoot fault [Mueller et al., 2004], and
NM3 on the Reelfoot fault [e.g., Johnston and Schweig,
1996] (see Figure 5). The evidence for the rupture sce-
nario for NM3 is particularly compelling, in particular, the
waterfalls that formed where the fault crosses the Mis-
sissippi River [Odum et al., 1998; Johnston and Schweig,
1996]. For NM2 we calculate a magnitude assuming a
location on the northern limb of the NMSZ. Given the
possibility that this event occurred outside of the NMSZ
[Mueller et al., 2004; Hough et al., 2005], we also consider
locations outside of the NMSZ.
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Figure 1. Consensus intensity values for NM2, NM3, NM1, and NM1A. The same length scale and
color scale for modified Mercalli (MMI) values, shown in Figure 1 (bottom left), are used for all maps.
The magnitude estimates correspond to the average of the results using the two attenuation models (see
text). Stars indicate assumed location; for NM2, magnitude corresponds to assumed New Madrid Seismic

Zone (NMSZ) location.

[16] For NM1 and NM1A we infer magnitude estimates of
6.7/6.9 and 6.5/6.7, respectively. The magnitude pairs are
calculated using models 1 and 3, respectively; for large
events the latter consistently yields higher values. For NM3
we estimate magnitudes of 7.1/7.3. The magnitude estimate
of NM2 depends on the location of the event. Assuming the
conventional NMSZ location we estimate magnitude values
of 6.8/7.0. If the location is not constrained, the grid solution
approach prefers locations several hundred km north/
northeast of the NMSZ, but the location is very poorly
constrained. For all plausible locations north/northeast of the
NMSZ, the corresponding magnitude is lower than if one
assumes a NMSZ location. For illustration, if we assume the
location of the 1968 southern Illinois earthquake (37.96°N,
—88.46°W), the magnitude estimates are lowered signifi-
cantly, to 6.5/6.7. This location corresponds to the source
zone proposed by Mueller et al. [2004] and Hough et al.
[2005], a location along the Wabash River in southern Illi-
nois where a detailed eyewitness account documents sig-
nificant liquefaction. It is also close to the U.S. Saline, a site
of natural salt springs and early salt production in southern
Illinois that one of the most astute eyewitnesses to the
sequence notes was the focus of continuing earthquake
activity in the years following 1812 [Drake, 1815].

[17] Bakun and Hopper [2004] estimate magnitude values
of 7.6, 7.5, and 7.8 for NM1, NM2, and NM3, respectively,
using attenuation model 3. Their 95% confidence ranges do

overlap with the values estimated in this study: 6.8-7.9, 6.8—
7.8, and 7.0-8.1 for NM1, NM2, and NM3, respectively.
The magnitudes for NM1, NM2, and NM3 estimated by
Hough et al. [2000] are also higher than those determined in
this study: 7.2-7.3, 7.0, and 7.4-7.5 for NMI1, NM2, and
NM3, respectively. Hough et al. [2000] use the isoseismal
method of Johnston [1996a] to determine magnitude values.
Using the Bakun and Wentworth [1997] method with the
intensity values of Hough et al. [2000] and both models 1
and 3, one estimates 7.0/7.3 for NM1, 7.0/7.1 for NM2
assuming a NMSZ location, and 7.4/7.7 for NM3.

[18] One can consider the intensity distributions deter-
mined by each of the individual experts (Figure 4). For this
calculation, we use only the intensity values from each
expert from locations for which we calculated a consensus
intensity values. That is, we do not include intensity values
determined by individual experts if either no or only one
other expert assigned an intensity for that account.

[19] The assignments by individual experts reveal no
glaring overall biases (see Figure 2). Further, while there is a
tendency for individual experts to have generally high or
low assignments for all events, the biases are not entirely
systematic. For example, the lowest magnitude for NM1 and
the highest magnitude for NM1A correspond to assignments
from the same expert. The individual assignments for NM1
yield magnitude values as low as 6.69/6.85 and as high as
6.85/7.08. For NM2 the estimates range from 6.72/6.86 to
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Figure 2. Intensity assignments for NM1 from the four individual experts. The magnitude estimates are

the average from the two attenuation models (see text).

6.91/7.09. For NM3, the estimates range from a low of 6.83/
7.02 to 7.21/7.50. The largest spread is found for NM1A:
6.31/6.35 to 6.67/6.85. The large spread for NM1A reflects
a greater degree of variability of intensity assignments
between the four experts. The accounts of this event are
especially sparse and fragmentary. Further, the intensity
assignments for a small number of near-field accounts of
strong shaking are especially variable.

[20] The variation in magnitude estimates is typically on
the order of 0.1-0.3 units, although values close to 0.5 units
are found for NM3 as well as NM1A. We define 6M values
for each event, expert, and attenuation model as the differ-
ence between each magnitude estimate and the lowest for a
given event and attenuation model (Figure 4). For each
event, the minimum 6M is zero. Considering only the three
main shocks, Figure 4 reveals a correlation between 6M and
Min: 6M is both larger and more variable for a given event
for larger M, values.

[21] The uncertainties associated with the individual
intensity assignments are independent from those associated
with the attenuation relation. Thus, for example, the range of
estimates for event NM3, not considering the formal un-
certainties of the grid search method, is 6.8-7.5 (Figure 4).
For NM1, the range of estimates is 6.7-7.1.

[22] The grid search analysis indicates the range in mag-
nitude estimates corresponding to location uncertainties, for
a given attenuation model. For NM1, this range, using
model 1 and assuming a location on the Cottonwood Grove
fault, is roughly 6.7-6.8. For NM3, magnitude values vary

8 of

by less than 0.1 units for any assumed epicenter along the
Reelfoot fault (Figure 5).

[23] Bakun and Hopper [2004] present several reasons
why they consider model 3 to be preferred to model 1.
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Figure 3. The spread of individual intensity assignments
for NM1.
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Figure 4. The range of magnitude values inferred from the individual expert assignments versus the
minimum magnitude for that event. Different symbols correspond to SM results for each expert. For each
of eight event/attenuation model pairs, the minimum 6M is zero, corresponding to the lowest of the
estimates from the four experts; three additional values reflect the arithmetic difference between this
minimum and the other estimates. Numbers along bottom refer to event: 1A for NM1A, etc. For each
event, the lower of two estimates corresponds to attenuation model 1.

However, as discussed by Bakun and Hopper [2004],
attenuation relations for CEUS are constrained almost
entirely from M < 6 calibration events. This fundamental
data limitation has plagued every investigation of New
Madrid magnitudes dating back to the seminal study by
Nuttli [1973] and is apparent from the significant differences
in magnitude values obtained with the two attenuation
models. Morever, Szeliga et al. [2010] present evidence that
the Bakun and Wentworth [1997] method is fundamentally
unstable when used to analyze large intraplate earthquakes.
They show, for example, that even using an attenuation
relation for cratonic India that is constrained by intensities
from the 2001 M,,7.6 Bhuj, India, earthquake, the method
significantly overestimates the magnitude of the event (M8
versus M7.6). In light of these limitations we suggest that
any analytical method and/or specific intensity attenuation
relation can at best provide an indication of the magnitudes
that are consistent with the observations.

[24] We note that no attempt is made in this study to
consider site response. The issue of site response, and site
corrections, in intensity studies is problematic because every
set of intensity values include a subset that reflect site
amplifications. One cannot simply apply site corrections to a
target historical earthquake if no such corrections are made
for intensity values for the calibration earthquakes. However,
as discussed by Hough et al. [2000], the intensity distribu-
tions for the principal 1811-1812 earthquakes are systemat-
ically biased owing to early settlement patterns, in particular
the concentration of early settlers immediately along the

major river valleys. As discussed at length by Hough et al.
[2000], although population centers in the midcontinent
remained concentrated along waterways as the population
grew, settlements quickly moved away from immediate
riverbanks with the advent of efficient land transportation. If
one analyzes the intensity values without consideration of
this factor, as we have done here, it is possible if not likely
that the magnitude estimates will be biased high by an amount
that is difficult to estimate. On the basis of the arguments
presented by Hough et al. [2000], this bias is potentially
significant.

[25] A final consideration concerns sampling. Comparing
consensus MMI values for NM1 and NM3 (Figure 6), we
find considerable overlap between the two sets of values at
distances less than ~700 km, but that values for NM3 are
systematically higher at greater distances. As noted, the
number of intensity values for NM3 is only about half the
number available for NM1. The more sparse archival record
appears to be at odds with the conclusion that NM3 was the
largest event in the sequence. It is possible that, by the time
of this event, earthquakes were viewed as less newsworthy
by eyewitnesses who had experienced an active sequence,
with multiple main shocks and large aftershocks. However,
considering Figure 4, another plausible interpretation is that
the difference between the two distributions stems largely
from the absence of low MMI values (or “not felt” reports)
for NM3. This highlights a general sampling issue with
analysis of macroseismic data: for sparse historical intensity
sets especially, reliable “not felt” reports are likely to be
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Figure 5. (a) Contoured RMS and magnitude values corresponding to trial grid of epicenters for NM1.
Star indicates the assumed epicenter along the Cottonwood Grove fault, assumed to be illuminated by
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band of microseismicity in the NMSZ illuminates the Reelfoot fault.
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Figure 6. Intensity values for NM1 (gray circles) and NM3 (black circles), predicted MMI(r) for M7.0
using attenuation model 1 (solid line), and predicted line for M7.0 using attenuation relation of Atkinson

and Wald [2007] (dashed line).

lacking, and weakly felt shaking is less likely than stronger
shaking to be reported. This leads to an oversampling of
sites with relatively high intensity values at regional dis-
tances. This bias is expected to persist for more recent events
as well, including the calibration events used to determine
attenuation relations. However, the bias is expected to be
especially severe for the earliest events, for which available
archival accounts are especially sparse.

4. Consistency With Scaling Relations

[26] Estimating preferred magnitudes for the four princi-
pal earthquakes by taking an average of the results from the
two attenuation relations using the consensus intensities, one
infers values of 6.8, 6.6, and 7,2 for NM1, NMI1A, and
NM3, respectively, and 6.9 for NM2 assuming a NMSZ
location. All of these values are considerably lower than
previously published magnitude values estimated using
macroseismic data [e.g., Nuttli, 1973; Johnston, 1996b;
Newman et al., 1999; Hough et al., 2000; Bakun and
Hopper, 2004] (Figure 7). Values approaching those esti-
mated by Hough et al. [2000], 7.25, 7.1, and 7.45 for NM1,
NM2, and NM3, respectively, are within the uncertainty
ranges associated with intensity and attenuation relation
uncertainties, in particular if one considers the highest
individual intensity assignments and the attenuation relation
(model 3) that yields higher magnitudes (e.g., Figure 4).
Thus, while the results do not rule out the magnitude values
estimated by Hough et al. [2000], they do not, considered in
aggregate, support values this high, let alone higher values.

[27] Considering the preferred as well as the lower bound
estimates inferred in this study, one can ask the question, are
these results consistent with other lines of direct and indirect
evidence? We first consider whether they are consistent with

published scaling relations. Scaling relations established
from earthquakes with well-documented ruptures [e.g.,
Wells and Coppersmith, 1994] provide only a weak con-
straint on earthquake magnitudes for historical events, in
particular when rupture parameters are not well constrained.
For this discussion we focus on NM3 for two reasons: (1)
according to our results as well as those of Hough et al.
[2000], it was the largest event in the 1811-1812 sequence,
and (2) it is the event for which we have the best constraint
on rupture parameters.

[28] The most compelling evidence that NM3 occurred on
the Reelfoot fault are the eyewitness accounts of waterfalls
that were created along the Mississippi River by this event,
accounts that suggest a riverbed uplift on the order of 1 m to
several meters [see Johnston and Schweig, 1996; Odum et
al., 1998]. The association of NM3 with the Reelfoot fault
implies that this event, perhaps along with NMI1A [see
Hough and Martin, 2002], was responsible for the creation
of Reelfoot Lake. Recent investigations [e.g., Champion et
al., 2001] have identified and characterized the Reelfoot
scarp, interpreting the scarp not as primary surface rupture
but as a fold limb. Champion et al. [2001] conclude that the
fault tip terminates at a depth of approximately 500-1000 m
below the surface. We assume, given the tightness of the
flexure and the fact that the rupture nearly reached the
surface, that the surface offset inferred from the waterfall
observations provides a reasonable indication of surface
slip.

[20] If we assume that NM3 ruptured from near the town
of New Madrid (i.e., one of the documented waterfall
locations) to the edge of Reelfoot Lake, this implies a rup-
ture length of approximately 30—40 km. Significantly longer
rupture lengths, as much as 100 km, have been inferred by
other studies [e.g., Johnston and Schweig, 1996] based
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primarily on the extent of ongoing microseismicity, which is
generally assumed to be a continuing aftershock sequence
and therefore to illuminate the extent of the historic ruptures.
However, Mueller et al. [2004] show that side limbs of
NMSZ activity are consistent, assuming aftershock trigger-
ing by static stress change, with side lobes of increased stress
associated with a 35-40 km rupture of the central Reelfoot
fault. Further, as noted by Mueller et al. [2004], an extension
of thrust faulting on the Reelfoot fault to the S-SE of the
junction with the strike-slip Cottonwood Grove fault is
kinematically inconsistent. We therefore take 35 km as a
plausible lower bound (if not the preferred estimate) for
rupture length. The width of the NM3 rupture has been
similarly debated. Although one can appeal to arguments
that the rupture extended deeper, we suggest that the depth
of microseismicity (15 km [e.g., Odum et al., 1998; Mueller
and Pujol, 2001]) provides a plausible lower bound for the
downdip rupture length.

[30] Taking plausible lower bounds for the rupture para-
meters to be 35 km length, 22 km width [Mueller and Pujol,
20017, and 1 m average slip, and assuming shear modulus of
3.3 x 10'"" dyn cm, implies M,,6.9. Alternatively, using
either the rupture length-magnitude or the area-magnitude
scaling relations of Wells and Coppersmith [1994] for
reverse events in California, one infers a value of ,,6.8.

[31] One might equally well ask if the higher-magnitude
estimates are consistent with established scaling relations.
For example, if one fully doubles each of the rupture length,
width, and average slip values, the magnitude increases to
M,7.4. Although arguments have been advanced that
coseismic slip could extend well below the seismogenic
depths as illuminated by microseismicity [e.g., Johnston and

Schweig, 1996], we suggest the doubled values are less
generally plausible than the values considered above.

5. Consistency With Liquefaction Observations

[32] As documented originally by Fuller [1912], the
1811-1812 New Madrid sequence generated widespread
liquefaction throughout the New Madrid Seismic Zone.
Sand-blow deposits cover over 1% of the ground surface
over a swath approximately 230 km x 60 km [Obermeier,
1989]. Both the extent and the size of liquefaction features
provide some constraint on magnitude, although with sig-
nificant uncertainty for large intraplate earthquakes in par-
ticular [e.g., Obermeier et al., 1993; Tuttle and Schweig,
1996]. For example, shallow crustal earthquakes as small
as M6.5 and as large as 7.8 have generated liquefaction out
to 100 km [e.g., Obermeier et al., 1993].

[33] In addition to the limitations of calibration relations,
the 1811-1812 sequence, unlike the 2001 Bhuj, India,
earthquake to which it has been compared [e.g., Tuttle et al.,
2002], comprised four large events distributed over at least
two, and possibly more, distinct faults. Comparing the swath
of significant liquefaction with the rupture scenario pro-
posed by Mueller et al. [2004], for example, the maximum
distance of significant liquefaction from the nearest fault
rupture is less than 50 km. If the magnitudes are somewhat
smaller than the values inferred by Mueller et al. [2004], and
the rupture lengths correspondingly shorter, the entire zone
of significant liquefaction would still be at most 80 km from
the nearest fault rupture. As a further note, although lique-
faction north of the Reelfoot fault has been interpreted as
evidence for primary main shock rupture on the northern
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b values of 1, fit by eye for illustration.

limb of the New Madrid Seismic Zone [e.g., Johnston and
Schweig, 1996], this zone also extends no farther than
50 km from the Reelfoot fault. Thus, while the extent and
size of liquefaction features created during the 1811-1812
sequence supports the inference of large earthquakes, the
observations cannot constrain the magnitudes within the
range of values discussed in this paper. In particular they
cannot rule out values as low as our preferred estimates.

6. Long-Term Magnitude Distribution

[34] One can revisit the long-term distribution of NMSZ
magnitudes given the magnitude estimates determined by
this study as well as revised magnitudes for several large
aftershocks of the 1811-1812 sequence [Hough, 2009]. For
the large events, the uncertainties associated with intensity
assignments and the attenuation relation are generally
dependent between events. Thus, if we define the preferred
estimates to be the magnitudes determined using the con-
sensus intensities and the average result using the two
attenuation models, it is possible that these estimates are
systematically biased for all events.

[35] We thus consider the cumulative rate of earthquakes
for the greater NMSZ, defined to be bounded between 33°
and 40°N, —94° and —85°W, using both the high and the low
estimated magnitude estimates. For this calculation we use a
region larger than the NMSZ as traditionally defined. This is
based on results indicating that the sphere of influence of
NMSZ earthquakes, for example as revealed by the distri-
bution of ongoing microseismicity—commonly interpreted as

long-lived aftershocks [e.g., Ebel et al., 2000; Stein and Liu,
2009]-extended to considerable distance [e.g., Hough,
2001]. We determine a rate of events separately using the
historic catalog [Seeber and Armbruster, 1991], which
covers 1627-1985, and the modern instrumental catalog for
1974-2009. The historic catalog is updated to include the
results of this study as well as the additional 1811-1812
aftershocks and triggered earthquakes analyzed by Hough
[2009]. Figure 8 presents the magnitude distribution for
the combined instrumental and historical catalogs.

[36] Figure 8 reveals no evidence for a clear bump at a
particular characteristic magnitude, but rather a GR distri-
bution, with a b value not indistinguishable from 1, between
roughly M6 and M7-7.5. Although the historical catalog
includes small and moderate earthquakes, it is not expected
to be complete, in particular during the early historical
record, for moderate magnitudes. The apparent departure
from a b value distribution for magnitudes below 6 is thus
not considered robust.

[37] The aggregate magnitude distribution is similar to
that obtained by combining available catalogs (instrumental,
historic, prehistoric) in California [Page et al., 2008]. We
also find an offset in a value between the instrumental and
the historic catalogs, roughly a factor of 2.5. Page et al.
[2008] show that, assuming standard ETAS clustering sta-
tistics [e.g., Felzer et al., 2002], a short catalog will tend to
underestimate the long-term « value because of the tendency
for significant events, and their aftershocks, to cluster.
Whether or not this bias can account for the factor of 2.5
discrepancy is not clear. An alternative interpretation is that
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CEUS seismicity is characterized by significant rate changes
over timescales of decades to centuries.

7. Predicted Moment Release Rate

[38] We now consider the predicted rate of moment
release assuming that NMSZ strain is generated by post-
glacial rebound. Although other models have been proposed
to explain Holocene NMSZ activity [e.g., Calais et al., 2010],
we focus on postglacial rebound because it can successfully
account for Holocene activity along the St. Lawrence Seaway
[Mazzotti et al., 2005]. Considering first the general predic-
tions of modeling of postglacial rebound, Wu and Johnston
[2000, p. 1325] conclude that the mechanism is “unlikely
to have triggered the large M8 earthquakes in New Madrid.”
This conclusion, however, is in large part based on the
assumption that the 1811-1812 sequence involved signifi-
cant moment release on strike-slip faults. The modeling of
Wu and Johnston [2000] predicts a predominantly thrust
mode of failure for NMSZ earthquakes associated with
postglacial rebound. The results of our study, in contrast to a
number of earlier studies [e.g., Johnston, 1996b], do indicate
that moment release in the sequence was predominantly
associated with thrust faulting.

[39] We can further consider the strain rate predicted to be
associated with postglacial rebound. Anderson [1979] shows
that seismic strain rate, de/dt, for an areal zone can be
estimated:

de/dt = (dM, /dt)/(2.67udh), (1)

where dM,/dt is the moment rate, p is the shear modulus
(taken as 3.3 x 10'" dyn cm?), 4 is the area of the seismic
zone, and 4 is its thickness. Following Anderson [1986], we
assume a constant # of 15 km. Given the values of de/dt
(10~°/yr) and 4 (20,000-40,000 km? inferred by Grollimund
and Zoback [2001]) [see also Anderson, 1986], equation (1)
yields dM,/dt = 2.6-5.3 x 10**> dyn cm/yr. The modeling of
Grollimund and Zoback [2001] further predicts that the
strain rate has been nearly constant through most of the
Holocene, and will remain nearly constant for at least the next
10,000 years. One can thus consider models that are essen-
tially steady state over tens of ka timescales.

[40] If we assume for simplicity that the corresponding
Holocene moment release will be accounted for by earth-
quakes with a Gutenberg-Richter distribution [Gutenberg
and Richter, 1944] truncated at M,,.., events within 0.2
units of the M., events will account for 72% of the moment
release. We thus estimate

dM, /dt = 1AMy max /1y, 2)

where ¢, is the average recurrence rate and M, max is the
moment of the M, events. If we assume ¢, = 500 years
(the approximate recurrence of documented late Holocene
sequences [see Tuttle et al., 2002]), equation (2) yields
Max = 6.6-6.8. Alternatively, one can assume a longer
average recurrence rate and a larger M,,,c. For example, if
we assume ¢, = 1000 years, equation (2) yields M. =
6.8-7.0.

[41] A steady state model with #. > 500 years can be
consistent with observed late Holocene clustering, in par-
ticular if, given the expected variability of recurrence time,
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the probability of observing the clustering is not unduly low.
To explore such models, we generate two random sequences
of M.« events, one in which M,,,, events have a specified
recurrence with a normal distribution and a coefficient of
variation (COV) of 0.5 (the lowest reasonable value), and
one with a Poissonian recurrence rate (COV = 1). In gen-
erating the random sequences, when the predicted interval is
less than zero, we set the interval to zero. (The estimated
probabilities differ slightly if we set negative values to 50, or
exclude them.) We then ask, given that a historical sequence
occurred in 1811-1812, what is the probability, for both
models and different assumed values of ¢,, that 3 sequences
would have been observed over the preceding 1000 years.

[42] Table 5 reveals that assuming a Poissonian rate, the
probability of observing late Holocene clustering by random
chance is reasonably high (>15%) for ¢, values as high as
1500 years, and 26% for Poissonian recurrence and ¢, =
1000 years. We note that z. = 1000 years is close to the
average rate that would be inferred given 6 events between
2350 B.C. and the present time, assuming the record
established from paleoliquefaction is complete.

[43] Regarding the mode of failure predicted by postgla-
cial rebound, Wu and Johnston [2000] conclude that post-
glacial rebound will generate a thrust failure mode in the
NMSZ. Although the magnitude estimates from this study
are lower than those estimated by Hough et al. [2000], in
both studies NM3 is estimated to have been the largest event
in the sequence. Hough and Martin [2002] further present
evidence that NM1A was also a thrust event on a segment of
the Reelfoot fault.

8. Discussion and Conclusions

[44] The predicted postglacial rebound strain rate esti-
mated by Grollimund and Zoback [2001] is sufficient to
produce moderately large earthquakes, on the order of
M,,6.8, every 500 years, or somewhat larger earthquakes, on
the order of low M,,7.0, that recur on average less frequently
than the observed rate of late Holocene NMSZ sequences. A
model with an average recurrence time as high as 1500 years,
with M ..., events close to M,,7, and a Poissonian distribution
of M.« events, is considered plausible. That is, such a model
is expected to produce the observed late Holocene clustering
infrequently, but with a high enough probability that it could
plausibly have occurred by random chance.

[45] Predicted postglacial strain rates are thus sufficient to
produce earthquakes with magnitude and recurrence rates
comparable to the results of our consensus intensity analysis.
We note that, in comparing the predicted moment release rate
with observations, one complication is the fact that each of
the historic and prehistoric sequences comprised multiple
large main shocks. It is thus appropriate to consider each
sequence in terms of equivalent overall moment release. The
“low bid” estimates for NM1, NM1A, NM2, and NM3, not
including site response or sampling biases, are 6.7, 6.3, 6.5,
and 6.8, which yields an overall moment release equivalent
to one M7.0 event.

[46] As discussed by other studies [e.g., Grollimund and
Zoback, 2001; Calais et al., 2006], postglacial strain can-
not account for NMSZ seismic activity if the 1811-1812
and earlier sequences involved one or more earthquakes as
large as or larger than M,,7.5. However, the size of the
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Table 5. Candidate Models for M,,,, Average Recurrence®

t, (years) cov Minax P (3 <1000 years)
500 0.5 6.6-6.8 49%
500 1.0 6.6-6.8 59%
750 0.5 6.7-6.9 17%
750 1.0 6.7-6.9 38%
1000 0.5 6.8-7.0 7.4%
1000 1.0 6.8-7.0 26%
1500 0.5 6.9-7.1 2.4%
1500 1.0 6.9-7.1 15%
1800 0.5 7.0-7.2 1.4%
1800 1.0 7.0-7.2 11%

“The probability of observing three sequences during the 1000 years
prior to 1811-1812 by random chance assuming models with prescribed
repeat time, f,, of M., events, and a coefficient of variation (COV) of
0.5 or 1.0.

principal 1811-1812 events has been the subject of enor-
mous debate, with published estimates ranging over at least
a full magnitude unit. The grid search method of Bakun and
Wentworth [1997], combined with carefully considered
intensity values, provides the basis for systematic, objective
analysis of magnitudes. In this study we have attempted to
consider the full uncertainties associated with application of
the method in the central/eastern U.S. Although previous
studies have reported uncertainties based on the residuals to
the least squares fit, this formal measure does not consider
two additional sources of uncertainty: that associated with
the attenuation relation and that associated with the intensity
values. Our results reveal that, for the four principal 1811—
1812 earthquakes, uncertainties in the intensity values
themselves give rise to magnitude uncertainties on the order
of 0.2-0.3 units.

[47] Although we do not formally explore the uncertainty
associated with the attenuation relation, the different results
that are obtained using the two CEUS attenuation relations
is useful for illustration. These two relations are based on the
same set of intensity values, differing only in the mathe-
matical approach to extrapolation. For the events analyzed
here, the two relations yield magnitude estimates that differ
by 0.2—-0.3 units. Issues such as these highlight the need for
caution in the application of the Bakun and Wentworth
[1997] approach, in particular for the analysis of large his-
torical earthquakes. These issues notwithstanding, analysis
of consensus intensities for the four principal New Madrid
earthquakes yields significant lower-magnitude values than
those estimated by earlier studies. The uncertainty range
moreover permits values as low as those shown in Figure 6,
and potentially implies a much smaller discrepancy between
rates inferred from the modern catalog and those inferred
from the historical catalog.

[48] The magnitude uncertainty range inferred in this study
further provides a basis for reconciling the observed strain
release and predicted/observed strain accrual in the NMSZ.
Regarding the spatial clustering of activity, postglacial
rebound does not by itself provide an explanation for spa-
tially concentrated strain release. The model of Grollimund
and Zoback [2001], for example, includes a local zone of
weakness associated with the inferred lower crustal mafic
pillow. This zone of weakness concentrates strain within a
zone upward of 20,000 km?. Several studies [e.g., Cox etal.,
2001; Mitchell et al., 2008; T. L. Pratt, Structural setting and
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long-term deformation of the New Madrid Seismic Zone,
central U.S., submitted to Geology, 2010] have presented
evidence for significant strain release outside the modern,
central NMSZ. The model of Grollimund and Zoback [2001]
is consistent with a migration of Holocene activity over
distances of 100-200 km from the central NMSZ. The pre-
dicted rate of moment release corresponds to events occur-
ring anywhere within the region of postglacial strain
concentration. Attributing ongoing activity to postglacial
rebound does, however, predict a predominantly thrust mode
of failure.

[49] One cannot rule out alternative viable models for the
NMSZ that involve larger maximum earthquakes and/or
characteristic NMSZ earthquakes. The model of Kenner and
Segall [2000], for example, illustrates how a sequence of
large earthquakes on a buried fault could be associated with
undetectable rates of present-day interseismic strain. How-
ever, we have shown that it is possible to construct more
simple models for the NMSZ that reconcile a number of
observations and results that have formerly appeared irrec-
oncilable: (1) a strain rate controlled by postglacial rebound,
(2) the absence of a resolvable observed strain rate, (3) the
late Holocene clustering of sequences like 1811-1812, (4) a
Gutenberg-Richter magnitude distribution for the greater
NMSZ, and (5) magnitude estimates for the principal 1811—
1812 events derived from analysis of macroseismic data,
and supported by scaling relations. A range of such models,
with varying M,.x and ¢, values can be constructed; all
plausible models require M,,,x values that are lower than
almost all previously published estimates, but permissible
considering the uncertainties inferred in this study.
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